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1. Introduction

Governments expend significant resources in trying to promote economic growth in lagging regions, but in most cases with limited success. Providing policymakers with guidance about how best to target their scarce resources is hence of paramount importance. However, in order to do so, a clear understanding of what drives economic growth in these lagging regions is needed. Economic theory does not provide clear guidance when it comes to identifying growth factors in lagging regions – especially if rural and remote. Different governments in different countries have tried various strategies, but is there a ‘best’ policy to support growth in these regions?

Most growth theories are based on the notion that the ‘human factor’ is the real engine of growth. Whether it is in the form of entrepreneurial or innovative skills (Schumpeter 1911); human capital or education (Becker 1964) or creativity (Florida 2002a), the role of the skills of the workforce is undisputed. The ‘human factor’ and the exchange of knowledge – or knowledge spillovers – is also the key to the functioning of high-technology clusters (Marshall 1920; Porter 1998; Crescenzi, et al. 2007). However, as Acs and Kallas (2008) noted, it is unclear how these growth theories apply to regions which are lagging economically and have a low-skilled workforce. How can these theories be applied to regions facing many economic barriers including low population, remoteness from markets and knowledge, and weak institutional arrangements? How can endogenous ‘home-grown’ growth be produced and what are the most important factors?

Rupasingha and Goetz (forthcoming) find that there is a strong, statistically significant relationship between entrepreneurship – measured in terms of proprietors – and growth in U.S. non-metropolitan areas. Stephens and Partridge (forthcoming) found a similar result for the Appalachian region and also found evidence that the positive role of entrepreneurship in supporting growth relates to having a greater share of ‘opportunity entrepreneurs’ –i.e. highly creative and innovative individuals who identify and exploit an opportunity - as opposed to ‘necessity entrepreneurs’ – i.e. individuals who are ‘forced’ to start a business because of a lack of other employment options (Acs 2006).

Our work builds upon the Stephens and Partridge (forthcoming) contribution in two ways. First, it considers whether entrepreneurs in Appalachia are not only creating jobs for themselves but rather
generating broader economic impacts that spill over and result in more wage and salary (W&S) jobs. If, as Low et al. (2005) found, new business formation in rural areas is due to a lack of other job prospects, then there would not be substantial new W&S job creation. Secondly, in our model we test for the importance of other knowledge-based factors, i.e. (1) human capital and “creative workers,” (2) knowledge spillovers and advanced technology clusters, and (3) spillovers originating from university sources. Showing that entrepreneurship generates growth in lagging regions does not necessarily imply that investing in entrepreneurship is the optimal, first-best, strategy. Other strategies, e.g. investing in education or ‘creative’ activities, might have equal or greater economic development payoffs. Indeed, Gülümser et al. (2010) contend that in the past, creativity in rural regions has been mis-measured and its influence underestimated. The paper tests the applicability (or lack thereof) of these economic growth theories to lagging regions.\footnote{To varying degrees, the Appalachian Regional Commission (ARC) has supported all of these strategies in promoting growth in the region (e.g., see ARC, 2010). The ARC promoted entrepreneurship in Appalachia with its Entrepreneurship Initiative (RURPI, 2008). For examples of studies that suggest entrepreneurial strategies are likely to be successful, see Loveridge and Nizalov (2007) and Deller and McConnon (2009).}

Our empirical results suggest that despite strong barriers to growth in Appalachia, an increase in the share of proprietors appears to be positively related to job growth beyond just proprietors hiring themselves. We find that such strategies are likely to bear more fruit than other “knowledge” strategies such as focusing on attracting highly educated workers and building advanced-technology clusters. Yet, we find a more narrowly conceived effort aimed at attracting creative-class workers may also pay positive dividends. This provides further evidence of the possibility that programs to support entrepreneurship and attract key knowledge workers may be warranted in a lagging region, like Appalachia. Yet, we caution that the costs of such efforts must also be considered in a full policy appraisal.

In what follows, we first describe the literature and theoretical underpinnings of our analysis. We then examine the Appalachian region and how it compares to the rest of the nation on a number of dimensions. Finally, we describe our model and empirical results and make some concluding remarks.

2. Literature Review

Our literature review is organized into four main sections, each considering a potential source of
growth in lagging regions, i.e., (1) entrepreneurship; (2) human capital and a creative workforce; (3) high-technology clusters; and (4) university spillovers. We recognize that there are complementarities and overlaps among and across the four categories, but the classification adds clarity to the presentation.

2.1 Entrepreneurship

Schumpeterian theories suggest that entrepreneurial skills are paramount in transforming economies and thus increasing the number of entrepreneurs leads to economic growth (Schumpeter 1911). Consistent with this, Stephens and Partridge (forthcoming) found a link between self-employment and total job growth in Appalachia. However, their results do not distinguish between self-employment stemming out of lack of opportunities, and self-employment of the ‘Schumpeterian’ type where innovative entrepreneurs exploit some latent market opportunities. Previous work by Low et al. (2005) found that entrepreneurship, or business formation, in rural areas may be due to a lack of opportunities. As Acs (2006) suggests, this “entrepreneurship of necessity,” may not necessarily translate into long-term economic growth (or, at best, may mean lower growth than if the self employment was of the Schumpeterian ‘opportunity exploiting’ type).

New business creation has three general effects on the economy: 1) the direct effect of creating jobs, 2) the displacement effect (new businesses take jobs away from existing businesses, such as a new Mexican restaurant causing an existing Mexican restaurant to go out of business); and 3) the induced or indirect (or spillover) effects on other businesses (Fritsch and Mueller, 2004). The direct and indirect effects should increase total employment and the displacement effects should lower total employment. The indirect effects include the entrepreneurs directly hiring W&S workers or ‘multiplier’ effects caused by increases in total employment in other firms (including hiring of new W&S workers).

Indirect employment effects in a region are influenced by its characteristics and business climate (Audretsch 2002; Mueller et al. 2008). Spillovers can arise for many reasons including basic input-output links that are likely further magnified with locally-owned businesses spending money in the local area (Fleming and Goetz, forthcoming). Likewise, intangible spillovers can arise when knowledge created by

---

2We will frequently swap the terms “high technology” and “advanced technology.”
one business “spills over” into the immediate geographic region. Audretsch contends that urban areas are best suited to benefit from these spillover effects (also see Shrestha et al. 2007). This pattern is not surprising as spillovers are generally associated with urban agglomeration effects that include larger markets and actors being in close proximity to each other (Puga 2010). However, Monchuk et al. (2009) found that innovative firms can thrive in remote regions, suggesting that agglomeration is not the entire story. Schumpeterian (or opportunity) entrepreneurs are expected to tap into larger markets and benefit from knowledge spillovers and thus we expect that they will create more indirect jobs than necessity entrepreneurs. In examining the impacts of entrepreneurs, it is important to recognize that because the indirect effects may take time to materialize, the full effects from entrepreneurial development may only be realized over the longer term.

“Entrepreneurs of necessity” (Acs 2006) may only provide the positive direct effects from being self-employed (i.e., providing employment for themselves), minus the displacement effects. Reinforcing these weak employment generating effects is the possibility that necessity entrepreneurs may be more likely to fail, which wipes out even the jobs they created for themselves (see Shane 2009 for a related discussion). Thus, if entrepreneurs in the region are predominantly of the necessity type, or there are large displacement effects, then there is no clear link between economic growth and the share of entrepreneurs. Indeed, indirect effects of entrepreneurship may be especially small in a lagging region such as Appalachia because of the lack of Schumpeterian market opportunities or smaller local input-output linkages in this sparse, predominantly rural region.

2.2. Human Capital and Creative Workforce

For many decades, a host of researchers has also explored the link between human capital, usually measured by education, and economic growth (Becker 1964). The underlying premise is that a well-educated workforce will enhance productivity, which then drives economic growth. Likewise, greater high-skilled labor availability may attract businesses and encourage the retention and expansion of

---

existing firms. Baptista and Mendonça (2010) found that greater access to human capital is positively linked to more “knowledge based” start ups. In an urban setting, Glaeser et al. (1995), Simon (1998), and Florida et al. (2008) found evidence of a link between human capital and regional economic growth.

The human-capital/growth link is less clear in rural, remote, and lagging regions where the workforce may be less educated. However, Partridge et al. (2008b) found some evidence of a positive relationship between the population share with college education and local growth in U.S. nonmetropolitan counties, though they also find tremendous heterogeneity in these effects. Specifically, they found negative effects in rural areas of the eastern U.S., including in Appalachia. This suggests that human capital theories may not be applicable in this region due to the outmigration of educated workers or “brain drain” and the lack of industries that employ higher-skilled workers.

Using an alternative measure, Richard Florida has led an expanding effort to examine the role that creativity plays in driving economic success (Florida 2002a, 2002b, 2003, Florida et al. 2008). He argues that creative skills, measured by number of workers in creative occupations, are critical to economic growth and has found evidence for this in his analysis of urban areas. Florida et al. (2008) also considered creativity as a measure independent of human capital, suggesting that the two effects do not simply overlap (Comunian et al. 2009). Thus, it is not surprising that Florida et al. (2008, p. 617) concluded that “human capital and the creative class play different but complementary roles in regional development.” Their reasoning is that the creative class increases productivity and human capital increases regional income and wealth, though it is not entirely clear how this distinction arises.

Creative occupations may be able to have a larger influence in nonmetropolitan areas than metropolitan areas because the more specialized knowledge of creative workers can have a bigger marginal impact in thin nonmetropolitan labor markets—while the thicker labor markets in metropolitan areas allow generic human capital to play a stronger role. Consistent with this possibility, McGranahan and Wojan (2007) found that rural growth from 1990 to 2004 was positively associated with creative occupation employment. However, they caution that other factors (such as amenities) are also critical to understanding the effect of creative occupations on rural growth—i.e., areas with more natural amenities
may draw creative individuals out of the cities and lead to growth.4

Illustrating that creative workers and entrepreneurship are two different factors, the correlation between the employment share in creative class occupations and the self-employment rate is -0.11 in the Appalachian Regional Commission (ARC) region, suggesting that it may not be the creative individuals who are self-employed in this region (or that having more creative workers crowds out local entrepreneurship). Similarly, the correlation between self-employment and the share of college graduates in the region is -0.17. Such a negative correlation could also suggest a smaller share of Schumpeterian entrepreneurs, or that the self-employed in the ARC region are more of the mundane or necessity type.

2.3 Advanced Technology Clusters and Local Growth

Another line of research, which builds on the notion that human capital and entrepreneurship are critical for growth, suggests that “advanced technology” or innovative firms are additional growth factors (Acs et al. 2009; Hart and Acs 2011). Since these are all complimentary – e.g., human capital and entrepreneurship facilitate the formation of innovative firms – we are describing an effect beyond human capital and entrepreneurship, in which there is an added boost to growth when the region has a concentration of high-wage, high-innovation industries. Forming close institutional relationships, including labor market, knowledge, and supply-chain links, may aid in the formation of clusters that could further increase growth (Porter 1998; Porter and Stern 2001; Porter 2003). Thus, endogenous growth could be spurred due to knowledge spillovers and availability of high-skilled workers that are attracted by these clusters (for an earlier view, see Marshall 1920; Lucas 1988). Such endogenous growth is of the ‘Marshall-Arrow-Romer externalities’ type in a dynamic sense (Marshall 1920; Glaeser et al. 1992, 1995; Crescenzi et al. 2007).5

One means of measuring innovation is the number of patents or by research and development expenditures. Using these types of measures, there is empirical evidence that local innovation enhances growth (Bauer et al., forthcoming; Rodríguez-Pose 1999; Rodríguez-Pose and Crescenzi 2008).
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4 McGranahan et al. (2010) subsequently found that entrepreneurship is an additional factor that drives rural growth.
5 Growth could be due to other factors such as urbanization economies where a large diverse metropolitan area with a wide range of firm and household services increases the local labor force and firm productivity. This pattern is further reinforced by close access to large input and customer markets (Glaeser et al., 1992, 1995; Puga, 2010).
Most of the previous research has focused on the advantages that core urban areas have related to innovative industries and clusters. However, Birch (2011) argues that, for lagging regions, there is the possibility that new ideas and people can be “imported” and fresh governance arrangements can be developed to support these innovations and clusters.

At the same time, however, there are those that are skeptical that having high concentrations of high-technology industries or clusters support growth (e.g., Feser, et al. 2008; Duranton et al. 2010; Partridge et al. 2008a). Supporting this pessimistic assessment are the raw employment numbers. They suggest that, while advanced-technology sectors have at times experienced phenomenal growth, their growth has slowed in recent decades. These patterns are consistent with the maturing of many advanced-technology industries. If many advanced-technology industries are maturing, a product cycle model suggests that advanced-technology firms would seek to relocate assembly jobs and other positions to low-cost peripheral regions, such as Appalachia. Indeed, besides low labor and land costs, rural Appalachian counties may have an abundance of natural amenities that may be particularly attractive for creative and university-educated workers needed to manage such facilities (McGranahan and Wojan 2007; Partridge et al. 2008b; McGranahan et al., 2010). Thus, as so-called advanced technology industries mature, they may contribute to growth in lagging regions (but not in the core).

However, it is not clear that lagging regions such as Appalachia have sufficient capacity in terms of human capital to enable advanced technology firms to thrive. Foremost, despite significantly improved road infrastructure, parts of Appalachia are too remote for many advanced-technology firms. Likewise, even factors such as improved broadband may have limited effects (Kandilov and Renkow 2010), especially since the region also suffers from lower human capital. Rodriguez-Pose and Crescenzi, (2008) suggest that “backward” regions have a difficult time in absorbing innovation due to these type of factors. In fact, Smith and Barkley (1991) found little evidence that nonmetropolitan areas are conducive to supporting high-technology firms, while Dorfman et al. (forthcoming) find that natural amenities do not compensate for other rural barriers in nonmetropolitan areas lacking a city of at least 10,000 people.
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6Between its peak in March 2001 and August 2010, U.S. national information employment declined 27%, while overall nonfarm employment only declined by 1.8% (Partridge and Olfert, 2011). Likewise, biotechnology employment fell by about 1 percent over the period.
2.4. Universities and Economic Spillovers

There is a rich literature that examines the role of universities related to economic growth. As already indicated, universities play a key role as producers of creative and high human capital that is embodied in their graduates and their staff and that increases productivity. Others have also argued that universities can be a contributor of growth as a source of knowledge spillovers (Anselin et al. 1997).

There is some debate in the literature as to size of these university knowledge spillovers. For example, Woodward et al. (2006) found that proximity to university-led research and development only modestly increases the probability of high-technology firm start-ups, though with distance effects that spread out up to 145 miles. Varga (2000) found stronger university spillover effects when there is a critical mass of high technology firms, while Goldstein and Drucker (2006) contend that general university spillovers are greater in small to medium sized metropolitan areas. In terms of high-technology start-ups, Bania et al. (1993) found that university research facilitates greater university start-ups in some industries, but not others. Likewise, De Silva and McComb (2011) found that proximity to a research university only slightly increases the probability of high-technology start ups, but find no evidence that it affects the survival of new firms. Indeed, given the small size of these spillovers, it is not surprising that Faggian and McCann (2006, 2009) conclude that universities’ most favorable influence on local growth is as a supplier of human capital and creative workers and less as a source of knowledge spillovers.

3. Theoretical Framework.

The theoretical basis of our analysis builds on endogenous growth theory in the spirit of Romer (1986; 1990) which has been expanded to include human capital and spillovers (Lucas 1988; Acs 2009) and entrepreneurship capital (Braunderhjelm et al. 2010; Audretsch and Keilbach 2004; 2007; Greis and Naude 2010). The model is similar to the one used in Stephens and Partridge (forthcoming) and draws on these endogenous growth theories and standard spatial equilibrium analysis to illustrate the growth of small regional economies (Chen and Partridge forthcoming; Glaeser and Gottlieb 2009). The main features of the model are that net labor supply migration into a region is a positive function of utility in region $i$ relative to the national average level of utility:

$$\Delta L^S_i = \beta_S (V_i - V_{AVG} - M_i), \quad 0 \leq \beta_S \leq 1,$$

where $\Delta L^S_i$ represents the net labor supply migration into region $i$, $V_i$ is the utility in region $i$, $V_{AVG}$ is the national average level of utility, and $M_i$ is the migration into region $i$. This equation captures the idea that regions with higher utility will attract more labor supply, and the migration into region $i$ is limited by the value of the national average level of utility.
where labor migration flows are positively related to the region’s relative utility level ($V_i$) compared to the U.S. national average ($V_{AVG}$). $\beta_S$ is the adjustment-speed factor affected by information costs. Migration costs $M_i$ are affected by personal and financial moving costs. Utility is a function of average wages and housing costs, employment probability, and site-specific natural amenities.

More important to our story is the change in labor demand, which is positively related to the profits for the region’s representative firm relative to the national average. Specifically, labor demand changes ($\Delta L^D$) are a function of spatial movements and net-expansions of firms (domestic and foreign). These changes are a positive function of profit differentials between the region ($\pi_i$) and the national average ($\pi_{AVG}$):

$$\Delta L^D_i = \beta_D (\pi_i - \pi_{AVG}), \quad 0 \leq \beta_D \leq 1$$

where $\beta_D$ is the adjustment-speed factor. Of course, profits are a function of factors that increase own prices and productivity and reduce costs.

When hiring labor, a firm sets the marginal revenue product of each factor equal to the factor’s input cost. At the aggregate regional level, this is greatly affected by the representative firm’s production function for output $Q$, which we stylistically represent with a Cobb-Douglas function to illustrate our main points. The literature review pointed to production being a function of the opportunity entrepreneurship ($OE$) and necessity entrepreneurship rates ($NE$), human capital ($HC$), creative class ($CC$), high-technology industry share ($HT$), access to a research university ($UN$), as well as low-skilled labor ($L$), physical capital ($K$), and other various control variables that shift production ($\alpha$). This suggests the following production function:

$$Q_i = \alpha OE^\beta NE^\gamma HC^\delta CC^\epsilon HT^\zeta UN^\eta L^\theta K^\lambda, \quad \alpha, \beta, \gamma, \delta, \epsilon, \zeta, \eta, \theta, \lambda \geq 0$$

The exponents represent the relative productivity contribution of each factor, which we assume is non-negative for now, but actually could be negative (e.g., $\gamma$ could be negative depending on the effect of NE). We expect that opportunity entrepreneurship is more strongly linked to productivity than necessity entrepreneurship, suggesting that $\beta > \gamma$.

One of our key goals is to understand labor demand. Thus, the production function in equation (3) shows the role that each of these factors play in influencing labor demand by affecting productivity and
marginal revenue product for each factor. To the extent that the factors in Equation 3 have dynamic effects (e.g., MAR externalities), they would also have greater effects in increasing employment growth. Equations (1) - (3) can be combined to solve for the reduced-form change in employment:

\[ g_i = f(\alpha, \theta, \omega, \gamma) \]

where \( \alpha \) is comprised of other shift factors that influence job growth. We will describe how we empirically implement this equation in Section 5.

As described below, there is no clear measure of opportunity and necessity entrepreneurs. For this, we proxy for both by using the self-employment or proprietor share (SE). The production coefficient on the SE term in equation (3) is then some weighted average of \( \beta \) and \( \gamma \) that would directly relate to the respective share of opportunity versus necessity entrepreneurs. The resulting SE production exponent then likely understates (overstates) the productivity of opportunity (necessity) entrepreneurs on local growth, which would, in turn, suggest our reduced form regression estimates in equation (4) are a weighted average of the two effects. The resulting SE regression coefficient would be a reasonable expectation of the effect of encouraging a typical person to become self-employed given that certain proportions would be necessity and opportunity entrepreneurs. Likewise, to the extent that the ratio of necessity to opportunity entrepreneurs varies across space, the coefficients reflect the average effect across space (Angrist and Pischke 2009, 2010).

4. The Appalachian Region and comparisons with surrounding counties and the rest of the U.S.

The Appalachian region is named after the mountain range that has led to its economic isolation and resulting economic deprivation. The Appalachian Regional Commission (ARC) was formed in 1965 by the federal government “to address the persistent poverty and growing economic despair of the Appalachian Region.” The ARC-designated region today includes 420 counties in parts of 13 states, stretching from northern Mississippi to southern New York. The region is largely rural, with Pittsburgh being its only major metropolitan area. The ARC designation has led to success in reducing poverty, but almost 20 percent of ARC counties remain economically distressed.

7Note that equation (4) is a reduced form model so that factors such as wages, housing prices, and unemployment rates are not included.
8The background source is the ARC Website, [www.arc.gov](http://www.arc.gov). Downloaded on May 10, 2011.
The ARC region is immediately adjacent to 135 counties that are within the same states as the ARC-designated counties, but these counties generally have had better economic outcomes. However, because the surrounding region has not faced the historical barriers faced by the ARC counties, they provide a nice comparison group for some of our empirical analysis because they share the same state policies as their ARC neighbors. Most of our focus will be on the ARC sample, but we will also examine the broader sample and comparisons with the neighboring counties. A map of the ARC counties and the surrounding counties is shown in Figure 1.

Table 1 presents some unweighted descriptive statistics of the entire U.S., ARC-designated counties, and immediately adjacent surrounding counties. The ARC counties have higher levels of entrepreneurship (percent nonfarm proprietors or owners of small businesses) (16.6%) than the surrounding counties (14.7%), although the level is lower than the U.S. as a whole (17.2%). However, ARC counties have lower levels of human capital (percent college graduates) and creativity (percent of people in creative class occupations) than both the U.S. and the immediately surrounding counties. While knowledge or occupation is not part of a formal definition of Schumpeterian entrepreneurs, this weakly suggests that the ARC region will have a greater share of necessity entrepreneurs than the U.S. average, which reduces the expected indirect effects of greater self-employment shares.

Figure 2, Panel A, illustrates the national variation in county self-employment rates. The highest rates are found in the southern Great Plains, Northern Rocky Mountain, and Pacific Northwest regions, while the lowest rates tend to be in the historic Black belt crescent that runs from Central Mississippi, through Alabama and Georgia, and up into South Carolina. The highlighted ARC region has considerable variability as well, with higher self-employment rates in the north and lower rates in the south.

While Table 1 shows that total employment growth from 1990 to 2007 in both the ARC region (32.1%) and the surrounding counties (34.7%) was slightly above the national average (31.1%), while W&S employment growth in the ARC counties (20.1%) was below that in the surrounding counties (28.5%) and the national average (25.6%). Thus, even if entrepreneurs are creating jobs in the ARC region, perhaps they are only creating jobs for themselves, with few positive spillovers.

Innovation is often associated with the number of patents (Lim 2003). Using patents per 10,000
people as our proxy for innovation intensity, Table 1 shows the ARC region (0.74) and its surrounding counties (1.16) are considerably disadvantaged compared to a national average of 11. Indeed, with a relatively low share of knowledge workers in the ARC region, even absorbing other regions’ innovations may be problematic. Nonetheless, consistent with a product cycle model, the share of high-technology industry jobs is actually higher in the ARC region than the national average and the Level I high-technology employment share is the same in the ARC region as in the U.S. (Level I includes the most intensive high-technology industries). Yet, the ARC region’s 1990-2006 high-technology job growth greatly lagged the U.S. and the surrounding region. But, even here, note that the unweighted national average high-technology W&S job growth of 27.9% from 1990 to 2006 barely exceeded the national average of overall W&S job growth of 25.7%. This illustrates that even though the 1990s were the red-hot decade in terms of high technology, there does not seem to be evidence that those industries have been major engines of growth. Overall, these comparisons suggest that previous studies that considered the nation as a whole may not be nuanced enough to provide insights into what contributes to growth in remote, rural regions like Appalachia (Partridge et al. 2008b).

5. Empirical Model and Data

5.1 Sample and Dependent Variables

Our data consists of the 420 counties in the ARC region and the 135 counties which share a border with the federally-designated region. We first assess job creation using the percent change in total employment (both proprietors and W&S workers) from 1990 to 2007 using data from the U.S. Bureau of Economic Analysis (BEA). The purpose is to replicate the base findings of Stephens and Partridge (forthcoming) that examine slightly different years and use a different empirical specification. Then, because we want to know if entrepreneurs are creating jobs for others, not just for themselves, we focus on the percent change in W&S employment during the same time period, also using BEA data. Sensitivity analysis will use detailed one-digit industry level data to help assess whether there are different roles
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9The most intensive high-tech job industries are those defined by the U.S. Department of Labor in Hecker (2005) and include the 14 industries in which technology-oriented occupations account for a proportion that is at least 5 times the average and constituted 24.7 percent or more of industry employment.
across industries. Our detailed industry level data are from the EMSI consulting firm.\textsuperscript{10} We also use the EMSI data to conduct two “shift-share” type analyses. Following Partridge and Rickman (1995), Stimson et al. (2009), and Ashcroft and et al (1991), we examine the “shift” or difference between actual and predicted levels of 1) nonfarm proprietor employment (entrepreneurship) in 2007 and 2) 1990-2007 W&S employment growth (Percent change in W&S employment).

We first calculate the shift term for W&S employment—i.e., the difference between the actual W&S employment growth rate and the growth rate predicted by industrial composition if the county’s W&S employment in each industry grew at the corresponding national rate. This “shift” factor is also known as the competitiveness growth rate. Thus, we use the 1990-2007 W&S competitiveness growth rate as a dependent variable to appraise what factors are associated with counties having higher growth rates than predicted by their industry mix.

We conclude by examining whether the county has greater than expected self-employment share using another shift-share method: we create a Shift term that shows whether the county has an above or below average share of self-employed workers given its industry composition. The derivation is in Appendix 1. Figure 2, Panel B, shows how the self-employment “shift” variable varies nationally. It shows that Central Appalachia generally has less self-employment than predicted by its industry composition, while the Great Plains region tends to have greater than expected values.

\subsection*{5.2 Empirical Model and Explanatory Variables}

Our empirical model is as follows:

\begin{equation}
 y_j = \beta_0 + \beta_1 \times \text{Ent}_j + \beta_2 \times \text{HC}_j + \beta_3 \times \text{Creative}_j + \beta_4 \times \text{AT}_j + \beta_5 \times \text{Univ}_j + \beta_6 \times \text{Metro}_j + \beta_7 \times \text{Amenities}_j + \beta_8 \times \text{State}_j + \beta_9 \times \text{ARC}_j + \beta_{10} \times X_j + \varepsilon_j
\end{equation}

Where $y_j$ are our measures of:
\begin{itemize}
  \item Percent change in Total Employment, 1990 to 2007
  \item Percent change in W&S Employment, 1990 to 2007
  \item Percent change Industry-level W&S Employment, 1990 to 2007 (various industries)
  \item W&S Competitiveness Growth Rate, 1990 to 2007
\end{itemize}

\textsuperscript{10}EMSI data has been used in many academic studies due to the care they take in deriving accurate employment measures even in sparsely populated counties (EMSI.com). See Dorfman et al. (forthcoming) for more details of EMSI’s employment estimating procedures.
• Self-Employment “Shift,” 2007

We use explanatory variables measured in 1990 to minimize potential endogeneity bias in the parameter estimates (a list of explanatory variables is in Table 2), though we also employ instrumental variable (IV) approaches. Because of a host of unforeseeable changes to the U.S. economy between 1990 and 2007, the explanatory variables are assumed to be predetermined (and thus account for factors associated with the county fixed effects). However, we test our assumption through IV estimation.

To measure the role of entrepreneurship ($Ent_j$), we use the 1990 percent of total employment that is nonfarm proprietors. The BEA self employment data includes nonfarm proprietors, or business owners of any employment size (though most businesses are small or micro businesses). We recognize that using nonfarm proprietors does not fully capture all dimensions of “entrepreneurship” because it does not distinguish between necessity versus Schumpeterian or innovative entrepreneurs. However, in a lagging, remote region such as Appalachia, we believe that the dimension of entrepreneurship that matters more is risk-taking, or willingness to start a business that then can employ workers. Likewise, though it may not always reflect “radical innovation,” proprietorship (ownership) also reflects the need to identify market opportunities and to engage in mundane (but important) process innovation. To the extent that there is measurement error, our estimates would be biased toward zero (which means we understate its effects). However, IV approaches should minimize any measurement error effect. Moreover, this choice is consistent with others in the literature and appears to be a better measure for the ARC region than using small businesses or other measures. To be sure, Stephens and Partridge (forthcoming) considered other entrepreneurship measures such as changes in self-employment share and percent of employment in small businesses, but they conclude that the self-employment share is the best proxy in the ARC region.\(^{11}\)

Human Capital ($HC_j$) is measured by the percent of the population age 25 and over using 1990 U.S. Census data and includes: (i) the percent with a college degree (bachelors and above), (ii) the percent that have some college education without a four-year degree, and (iii) the percent of high school graduates who did not attend college. Creative workforce ($Creative_j$) is proxied by the employment

\(^{11}\)Stephens and Partridge (forthcoming) found some evidence that income per proprietor is a good proxy for opportunity entrepreneurship, but we will not consider it for analysis. We expect that one reason why the proprietor or self-employment share performs better in the ARC region is that it is more rural and remote and all businesses are generally smaller.
share in creative-class occupations in 1990 based on Florida (2002a), as developed by McGranahan and Wojan (2007).\textsuperscript{12}

Advanced technology ($AT_j$) is accounted for by including the share of W&S employment in Level I high-technology firms. We also tried the overall high-technology employment share, but the results were roughly unchanged. As another measure of innovation (Lim 2003), we include the 1990 number of Patents issued per 10,000 residents using U.S. Patent and Trademark Office (USPTO) data.

To account for university spillovers ($Univ_j$) beyond the impact of producing college-educated workers for the local area, we include a dummy variable that equals one if there is a Research I or Land Grant University located within 100 miles of the county. If proximity to a research university affects growth besides its influence on the share of university educated people, this variable will have a positive relationship with job growth. We tried several other variations of this measure including a measure of being within 50 miles of a research university, but all had a similar effect.

To control for agglomeration ($Metro_j$), we use measures of the distance in kilometers from the population weighted center of each county to the population center of the nearest metropolitan statistical area (MSA) and three measures of incremental distance to a) an MSA of over 250,000 people, b) an MSA of over 500,000 people, and c) an MSA of over 1.5 million people. Partridge et al. (2008a; 2008b) found that these measures of proximity to urban agglomeration economies are important in explaining metropolitan and nonmetropolitan growth dynamics. We also include a dummy variable indicating if the county is located within a metro area.

As noted in the literature review, many studies have found that natural amenities are positively related to economic growth in rural areas. We control for natural amenities ($Amenities_j$) with each county’s natural amenity score using the Natural Amenities Scale from the USDA Economic Research Service\textsuperscript{13} and the 1-21 Topography Score from the U.S. Geological Survey.\textsuperscript{14} We also control for the

---

\textsuperscript{12}The creative occupations include managers, scientists and engineers, art and design workers, sales representatives and supervisors and college teachers. The creative class occupations were classified using O*NET, a Bureau of Labor Statistics data set that describes the skills generally used in occupations. Creative occupations are those that involve a high level of "thinking creatively." This skill element is defined as "developing, designing, or creating new applications, ideas, relationships, systems, or products, including artistic contributions." (Source: USDA/ERS website, \url{http://www.ers.usda.gov/Data/CreativeClassCodes/methods.htm}, accessed March 15, 2011.)

\textsuperscript{13}The natural amenities scale combines six measures: warm winter, winter sun, temperate summer, low summer
topography score because Partridge et al. (2008b) find that mountainous regions in the eastern United States are less likely to benefit from steep topography in terms of positive amenities than the West.

We also include state dummy variables \((State_j)\) for the 13 Appalachian states (Georgia is the omitted category) to control for state-specific factors such as the influence of state government policies including taxes or other factors common to a given state’s counties—e.g., North Carolina’s counties are growing relatively rapidly compared to Ohio’s. In the total sample that includes the surrounding counties, an ARC region dummy variable \((ARC_j)\) is added to account for policy and other historical differences between those counties in the federally-designated region and the other nearby counties in our sample. \(^{15}\)

We also control for other determinants of economic growth in the region \((X_j)\), including:

- **Industry Composition.** Industry composition is controlled using (i) percent of total employment that is in manufacturing, agriculture, and government, using data from the BEA, and (ii) percent of W&S employment in mining, construction, professional services (NAICS Sectors 54, 55, and 56), other services (NAICS Sector 81), and retail (NAICS Sector 44-45) using EMSI data.

- **Population.** Population is related to agglomeration and congestion economies, urban amenities, and thicker markets for labor matching and proximity to customers and suppliers. We use the natural log (Ln) of the population (from 1990 Census data) in the model.

- **Average Age of the Population.** From the 1990 Census, the average age of the population.

- **Racial Composition.** From the 1990 Census, the percent of the population that is African-American.

In estimating our models, we correct for heteroskedasticity. We considered spatial autocorrelation and spatial autoregressive models, but Stephens and Partridge (forthcoming) show that spatial dependence plays remarkably little role in economic activity in the ARC region, most likely due to the long list of control variables and the mountainous terrain limiting transportation and economic spillovers.

Because we are especially interested in exploring the role that entrepreneurs play in supporting

---

humidity, topographic variation, and water area. Source: www.ers.usda.gov/Data/NaturalAmenities/.


\(^{15}\) Between 1990 and 2008, Congress added 23 counties to the ARC region. To assess whether our results are affected, we re-estimated our models using the 1990 ARC-designated boundary, finding that the results are robust.
regional growth, we use an IV approach to address possible endogeneity of the percent of nonfarm proprietors. In particular, despite our efforts to control for the factors associated with economic growth, it is possible that omitted factors affect both the initial share of self-employed and the economic-outcome dependent variables. More specifically, it is possible that self-sorting entrepreneurs initially locate in counties that they expect will undergo economic growth, positively biasing the self-employment regression coefficient. We use as our identifying instrument the deep lag of the share of nonfarm proprietors in a county in 1969.\textsuperscript{16} The F-statistics for the first-stage weak instrument test, shown in Tables 3 and 4 are between 48 and 90, giving us confidence that we have strong instruments.

For these models, we also test for the endogeneity of the regressors using the difference between two Sargan-Hansen statistics (unlike the Durbin-Wu-Hausman Test, this test allows for heteroskedasticity). Under the null, there is no statistical evidence of endogeneity and Ordinary Least Squares (OLS) appears to be appropriate in estimating the model. Therefore, in cases where the null hypothesis cannot be rejected at the 10% level, we report only the OLS results.

6. Results

6.1 Wage and Salary Growth

Previously, Stephens and Partridge (forthcoming) found that self-employment contributes to total employment growth in this region. To test whether their results are robust to the different specification, we first regress the 1990-2007 percent change in total employment using the model shown in equation (5) (results not shown). Using the full sample, we find strong evidence that 1990-2007 total job growth is positively related to the 1990 self-employed share. We then limited the sample to only ARC counties and our findings remain unchanged. We conclude that their findings apply in our setting.

Because we really want to know if the self-employed are creating jobs for others (not just for themselves), we now consider the 1990-2007 percent change in W&S employment as the dependent variable. The results are reported in Table 3, where our focus is the ARC region. For the ARC counties, the Chi-square statistic reported at the bottom of the table suggests that the self-employment measure is

\textsuperscript{16}We also tried using the predicted share of self-employment in 1990 based on the county’s industry composition as an instrument (\(\text{Pred-ShSE}_i\) in Appendix 1), but it failed the weak instrument test and we did not use it.
endogenous, so we stress the IV results.

We find a strong, statistically significant relationship between the initial self-employment share and subsequent W&S employment growth, suggesting that entrepreneurs in the ARC region contribute to job creation. In particular, using the coefficient from the IV results for the Percent of nonfarm proprietors employment from Table 3 (2.19) and the standard deviation of the Percent of nonfarm proprietors employment in Table 1 (4.73), a one standard deviation increase in the Percent of nonfarm proprietors employment is associated with a 10.4% increase in W&S employment. Comparing this to the mean W&S growth rate in ARC counties of 20.1% illustrates that the self-employment share has a nontrivial relationship with W&S growth, even after addressing potential endogeneity and self sorting of firms.

We also find a positive relationship between W&S employment growth and the percent of people in creative class occupations, suggesting that, despite relatively lower levels of creative class workers in the region, creativity is associated with growth. Using the IV results for the ARC sample, a one standard deviation increase in the creative-class employment share is associated with 25.8% faster W&S employment growth. However, we find an inverse association between human capital as measured by the college graduate share and W&S employment growth. The negative college graduate response is consistent with either a story of general brain drain or that general college graduates are insufficiently specialized to promote growth in this lagging region, unlike the more narrowly defined creative workers.

One concern is that the creative class share is highly correlated with the university graduate share. The correlation is about 0.9 in the ARC sample, and thus, a possible concern is that multicollinearity drives our results. To assess this possibility, we experimented by first dropping the three educational attainment variables from the model (not shown). The results for the creative class were about the same. Likewise, while omitting the creative class share from the model leads to the college graduate share coefficient turning positive, it is statistically insignificant. Thus, we conclude that our findings that the creative class is more important in Appalachia are robust and they do not appear to be an artifact of multicollinearity.

We fail to find a positive statistical association between W&S employment growth and the initial share of high-technology Level I industries, being within 100 miles of a research university, or patents per
10,000 residents. This suggests that many knowledge-based economic development strategies may be inappropriate in remote, lagging regions, with the possible exception of strategies aimed at attracting workers in creative occupations.

When we examine the full sample of both ARC and the surrounding counties, there is no statistical relationship between the initial self-employment share and subsequent W&S employment growth regardless of whether we use OLS or an IV approach. This is consistent with current work by Faggian et al. (2011) that has found no statistical relationship between self-employment and local economic growth at the national level. Thus, it appears that it is the peripheral ARC counties with potentially fewer economic options in which proprietor employment has its strongest association with growth. Creativity also appears to be important for growth in the overall region, but again human capital (percent college graduates) is negatively correlated with W&S growth. We also continue to find little evidence that proximity to a research university, patents per 10,000 people, and the employment share in Level I high-technology employment are related to W&S job growth for the broader region.

We also find a strong positive association between W&S job growth and the amenity index. Our results are then consistent with McGranahan et al.’s (2010) finding that rural job growth is positively associated with entrepreneurs, creativity, and natural amenities. There is also an inverse relationship between growth and manufacturing and mining employment shares. Somewhat surprisingly (given Goetz and Debertin 1996), we find the initial agriculture employment share is positive and statistically related to W&S employment growth, though agriculture only directly accounts for about 2% of total employment.

We see some evidence that areas farther away from larger metropolitan areas experience lower W&S employment growth. However, we find only weak evidence to suggest that small local populations do not support W&S job growth. Finally, in the results for the overall region, we find that being in the ARC region is negatively associated with W&S job growth. However, this is consistent with the ARC region having less W&S growth during this time period than the adjacent counties (see Table 1).

We next assess whether there were differential effects across major one-digit industries and across high-technology firms (total and Level I). Specifically, do the entrepreneurial and knowledge variables differentially affect industry W&S growth rates? We estimated separate 1990-2007 (1990 to
2006 for the high-tech industries) *industry-level* W&S growth regressions using the same explanatory variables as in Table 3 (with and without the industry shares as controls). However, except for W&S employment growth in Level I high-tech firms, we did not detect any real strong patterns (results not shown). For Level I high-tech industries, there is some evidence that nonfarm proprietors and the creative class are positively related to W&S employment growth both in the ARC counties and the broader region. Yet, these results are not robust to the inclusion of industry shares. Overall, we conclude that in a sample of relatively remote, sparsely populated counties, industry-level growth is somewhat idiosyncratic.

6.2 Wage and Salary Competitiveness Growth Rate

To further examine Appalachian W&S job growth, in Table 4 we use the 1990-2007 W&S competitiveness growth rate as the dependent variable (i.e., the difference between actual W&S employment growth and that which would have been predicted given a county’s industrial mix). Again, we focus on the ARC-designated counties and on the IV results. What is remarkable about these results is how similar they are to the overall W&S employment growth results in Table 3. Specifically, we continue to find evidence suggesting that a greater self-employment share and a more creative workforce share is positively related to the W&S employment growth rate, while the other knowledge-related factors are not statistically significant (or an unexpected sign). The similarity between the competitiveness results and the overall W&S growth results suggests that what matters for growth is less about having a favorable industry composition, but more about having faster growth in existing industries. Thus, in terms of economic development policy, rather than focusing on the next hot industry, these results suggest that more basic efforts to raise productivity and profitability in existing industries (or retention of existing industries) may pay higher returns.17

6.3 What Explains High Self-Employment Shares

We have found consistent evidence that having a greater share of creative workers and entrepreneurs (as proxied by self-employment) is associated with increased growth. Of course, policymakers need to know what they should prioritize if they were to use these findings. First, we note

---

17See Partridge and Olfert (2011) for an analogous discussion. For a similar conclusion when considering net migration patterns, see Partridge and Rickman (1999).
that prior research related to attracting the creative class suggests that it is very difficult. Olfert and Partridge (2011) find that, after accounting for natural amenities and agglomeration effects, there is very little left to help explain changes in creative class shares. Conversely, in this case, we have found that growth is less about industry mix and more about how each industry is performing. Thus, given a local area’s industry composition, we want to know what are some of the factors associated with greater self-employment shares? We do this by examining the 2007 self-employment share ‘shift’ or competitiveness term—i.e., after we account for the industry mix, does the county have larger or smaller self-employment than expected. These results are reported in Table 5.

First, because industry structure is an important factor associated with the self-employment share and industry structure is somewhat persistent, we try to decompose the portion of self employment in 1990 that is due to industry composition from that is due to have a greater than expected share self-employment—perhaps due to having characteristics that support an entrepreneurial economy. Thus, we regress the percent of nonfarm proprietors employment in 1990 on the twelve 1990 W&S industry employment shares. The regression residual is the share of 1990 Nonfarm Proprietors Employment (or entrepreneurship) that is not explained by the industry composition. We then use the residual or the “unexplained” 1990 self-employment share in our 2007 self-employment model.

For both the ARC-designated counties and the entire sample, this proxy for the share of 1990 nonfarm proprietors is associated with a higher 2007 shift self-employment share. Hence, there is some evidence of a virtuous cycle in which having more self-employed is associated with having even more self-employed nearly 20 years later, which could indicate a culture of entrepreneurship. Thus, we tentatively conclude that policies aimed at increasing local entrepreneurship are at least focusing on a reasonable objective because of these possible self-reinforcing features that persist (though the costs of creating entrepreneurs also need to be considered). Indeed, we find little evidence that having higher self-employment crowds out future self-employment by displacing competitors in the local economy.

Interestingly, however, a higher percentage of creative workers in 1990 are inversely related to the competitiveness self-employment measure. One possibility is that creative workers are associated with employment in larger firms or help attract larger firms that crowd out smaller firms—especially in a
lagging region such as Appalachia. Yet, while these results raise the possibility that some of the positive effects from having a larger creative workforce share in terms of W&S job growth are offset by crowding out some self-employment, we believe future research is needed to understand this effect. We also find some weak evidence that human capital (percent of college graduates) is linked to more self-employment in the ARC region. However, we find much stronger evidence that a greater share of high school graduates is positively linked to more self-employment suggesting that moderate levels of education may be sufficient to induce greater entrepreneurship in lagging or remote regions. The other “knowledge” factors such more patents, having greater shares of Level I high-technology industries, and being close to a research university are not statistically associated with having a greater shift self-employment share.

Industry composition also has some statistically significant associations with the shift in nonfarm proprietor employment share. For example, a greater 1990 agriculture employment share is positively related to the 2007 shift in nonfarm self-employment share, i.e. it leads to more self-employment than would have been predicted. This pattern merits further research because many farmers are proprietors who already have significant experience with managing businesses, developing business plans, obtaining financing, and understanding global commodity markets and exchange rates. Hence, this farm experience may be increasingly transferred to nonfarm enterprises either directly or indirectly through knowledge spillovers. Conversely, we find initial industry shares in mining, other services, and retail to be inversely associated with the shift in self-employment share. The mining result is especially interesting. It is not necessarily unexpected that a greater 1990 mining employment share is inversely related to 1990-2007 W&S employment growth given the industry-wide labor-saving technological changes that are reducing employment. Additionally, there seem to be negative spillovers from mining employment that are creating an environment that is not conducive to proprietorship/entrepreneurship. In fact, the labor downsizing in mining could have facilitated an increase in self-employment, because laid-off workers may have started new enterprises – even if just out of necessity. Thus, the negative association between initial (1990) mining employment and subsequent self-employment may be due to other factors – such as local environmental degradation due to mining that may restrict the amenity-related benefits of an area and limit the ability of laid-off workers to start recreation-oriented businesses, or possibly to a culture
associated with mining that does not support an entrepreneurial environment.

A “positive” finding is that there is very little evidence that the agglomeration variables (log population, located in a metropolitan area, distance to incrementally larger metropolitan areas) are associated with self-employment. The results suggest that concentrations of self-employment can take place in locations that are rather remote and sparsely populated—and that, unlike other economic activities, self-employment does not appear to face as many barriers in peripheral settings.

7. Conclusions

Economic development strategies that are used to promote local growth include efforts to promote entrepreneurship and “knowledge-based” approaches such as attracting knowledge workers, attracting advanced technology firms, and taking advantage of knowledge assets, such as universities. Yet, it is not clear a priori whether these types of strategies can be effective in lagging, peripheral regions. Entrepreneurs may want to locate elsewhere or may be predominantly of the necessity type, while knowledge strategies may be unrealistic in regions that lack the human and physical capacity to implement them.

This study examines the relative effectiveness of economic development strategies in Appalachia. This region has persistently lagged in economic growth and historically has had very high poverty rates. To assess the different strategies, we examine whether these are conducive to W&S employment growth, i.e., whether greater self-employment supports growth of employees, not just owners or proprietors. We also examine the W&S competitiveness growth rate, i.e., whether job growth is greater than or less than expected based on the local area’s industry composition. Our analysis corrects for endogeneity in that proprietors are likely to self sort to locate in more prosperous locations.

Our results suggest that greater self-employment is associated with a rather large increase in W&S job growth—i.e., a one standard deviation increase in the 1990 self-employment share is associated with over a 10 percentage point increase in 1990-2007 W&S employment growth. With the exception of a positive relationship with creative workers, we find very little evidence that knowledge-based factors increase W&S job growth—i.e., being close to a research university, having a greater high-technology employment share, having more patents per 10,000 residents, or having more university graduates do not
appear to be associated with higher W&S employment growth. Similarly, we found the same factors were important (or not) to having a higher competitiveness growth rate. Together, these results suggest that economic development policy in this region may be more successful if it focuses on cultivating existing industries or supporting homegrown entrepreneurs, and not worrying about whether the local area has the latest “hot” industry or worrying about an innovation agenda.

Because self-employment appears to be important to growth in this region, we also examined what explains the relatively large self-employment share by considering the “competitiveness” type self-employment share (the difference between actual and predicted self-employment share in a county, given its industry mix). We find that a greater than expected 1990 self-employment share (net of industry composition) is associated with a higher 2007 competitiveness self-employment share. One possible implication is that new self-employment does not lead to simple displacement of other local proprietors, but may actually be evidence of a culture of entrepreneurship. Again, as with the W&S analysis, we find little evidence that knowledge factors induce greater competitiveness self-employment. On a positive note, agglomeration economies also do not appear to affect competitiveness self-employment. In other words, higher levels of entrepreneurship are possible even in remote areas.

One interesting result is that - despite all of the attention that academics, policymakers, and economic development professionals have given to knowledge industries and ‘innovation’ in general - there is little evidence that, with the exception of having a greater creative class share, W&S employment growth is positively associated with knowledge factors in this lagging region. Yet, we find that greater proprietorship and the associated entrepreneurship seem to play an important role. Indeed, the results suggest that when regions lack the capacity to absorb innovation, a better strategy is using home grown approaches such as cultivating local entrepreneurship (even in a lagging region). Even so, we caution that policymakers need to consider the costs of any economic development approaches, but that supporting entrepreneurship and small business development appears to be promising. While we acknowledge that generalizing these results to regions outside of Appalachia is problematic, they do suggest that conventional strategies for economic development revolving around knowledge and innovation should not be applied in cookie cutter fashion, especially in regions that lack the capacity to benefit from them.
Appendix 1.

To derive the predicted share of self-employment, we do the following:


b) For each county, $i$, we calculate the share of W&S employment ($WS$) by industry:

c) For each county, $i$, and for each industry, $j$, we then multiply the national ratio of self-employment to wage and salary employment times the industry’s share of wage and salary employment in the county: $X_{ij} = SE - WS_{Nj} * ShWS_{ij}$

d) The predicted number of self-employed for each county $i$ is then the total number of wage and salary employment in that county times the sum, over all industries, of the values obtained from step c):

e) The Predicted self-employment share is predicted number of self-employed divided by total employment:

$$Pred-ShSE_i = \frac{Pred-SE_i}{TotalEmployment_i}$$

$Pred-ShSE_i$ is the county’s predicted share of self employment if all of the counties industries had their corresponding national share of self-employed workers.

f) Then, the “Shift” is the difference between the actual self-employment rate in a county and the predicted value: $Shift_i = ShSe_i - Pred-ShSE_i$. 
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